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Abstract—Reducing the dimensional variability of the body-in-
white (BIW) in automotive manufacturing is perhaps the most
difficult quality control problem due to complex interdependen-
cies amongst the multiple assembly stations that a BIW must pass
through in a bodyshop. As increasing quantities of dimensional
data are generated in factories, manufacturers face the challenge
and opportunity to derive value from the data by enabling
advanced quality control methods that can realize greater di-
mensional stability. As the BIW moves through the bodyshop,
dimensional deviations propagate and amplify to downstream
stations affecting final vehicle fit-and-finish and visible quality
aesthetics potentially influencing a customers’ purchase decision.
Current BIW quality approaches rely on univariate statistical
process control (SPC) charts. With the large amounts of complex
data produced, such charts often fail to detect quality patterns
that may exist in hyper-dimensional spaces. As a stop-gap
measure, manufacturers attempt to remediate quality issues by
assigning operators in final vehicle assembly to visually identify
and manually fix apparent deviations. This paper illustrates
the application of artificial intelligence (AI) to develop a real-
time monitoring system that seeks to predict and detect early
dimensional quality issues and eliminate the need for costly
downstream corrective actions. Moreover, beyond early detection
and prediction, the proposed system also facilitates diagnosis of
root causes and understanding the true nature of quality issues.

Index Terms—body-in-white, dimensional data, machine
Learning, quality control, smart manufacturing, human intel-
ligence augmentation

I. INTRODUCTION

In automotive manufacturing, the assembly of the Body-in-
white (BIW) that occurs in the bodyshop of a vehicle assembly
plant, one of the most challenging quality control problems in
this type of multistage assembly system is that of dimensional
variability reduction. Dimensional deviations from nominal
are propagated and amplified from upstream to downstream
stations. Consequently, dimensional errors accumulate leading
to non-trivial quality issues in the final vehicle assembly line
of the plant – at this late stage in a vehicle’s manufacture, such
issues are much more difficult and expensive to repair. These
dimensional discrepancies in the final vehicle’s build may be
visible to the customer and can potentially negatively affect
a customers’ purchase decision. To improve overall vehicle
build quality, manufacturers seek to develop advanced quality
control methods as a means to ensure dimensional stability.
This work describes the application of artificial intelligence

(AI) to develop a real-time monitoring system that provides
early detection of dimensional quality issues and augments
the role of human intelligence to expedite trouble-shooting
processes.

To improve the quality and optimization of processes in
predictive manufacturing systems (PMS), one of the most
promising areas of AI is machine learning (ML) [1]. ML
techniques have the ability to identify implicit relationships
in data, especially in large volumes that change over time [2].
In manufacturing, process optimization [3], fault detection [4]
and predictive maintenance [5], are among the prominent areas
of implementation of ML.

Different ML tools can provide different benefits. Tech-
niques like random forest (RF) in milling operations can iden-
tify the relationship of cutting force, vibration, and acoustic
emission signals with that of cutting tool wear. In addition,
speech recognition frameworks have been exploited success-
fully to monitor tool wear [6], [7]. This particular work utilized
a continuous hidden Markov model classifier where the feature
vectors consisted of the Mel frequency cepstrum coefficients of
the vibration signal. These results allowed the development of
supervisory control systems [8]. Another example using RF is
of a real-time monitoring manufacturing system to detect faults
based on sensor data combining RF classifiers and outlier
detection [9].

Gradient boosted trees are algorithms that have shown
promising results in manufacturing to identify nonlinear pat-
terns and anomalies in data sets for real-time prediction of
weld quality in metal active gas welding processes [10], [11].
There are also decision-making tools based on this method
to support operators to classify defects in the manufacturing
systems [12].

As an uncertainty modeling tool, the Bayesian network (BN)
approach has been extensively applied to fixturing fault diag-
nosis. A BN is a probabilistic graphical model representing
a set of random variables and their conditional dependencies
via a directed acyclic graph. Several applications of BNs in
assembly systems were evaluated by [13]. These applications
include monitoring/diagnosis in the multistage cap alignment
process [14], fixture failure diagnosis [15], a systematic ap-
proach for process fault diagnosis based on BN considering in-
complete data and varying noise levels. Additional application
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examples of ML in manufacturing systems include topological
data analysis [16], deep learning [17], and genetic algorithms
to evaluate form tolerances [18].

To monitor final BIW quality, online optical coordination
measurement machines (OCMMs) are widely used in the
automotive industry. They are frequently installed at the end
of each assembly line and can use more than 100 optical
laser sensors to measure key measurement points (MP) set
at the final BIW. The effectiveness of using control charts
largely depends on the correct recognition for different kinds
of variation patterns, such as control chart pattern (CCP) [19].
The common CCP recognition approaches can be subsumed
under just two broad categories: run-rule-based expert systems
(ES) [20], and ML methods like support vector machines
(SVM) [21] and artificial neural network (ANN) [22]. ES con-
tains information explicitly, i.e. they can be modified/updated
easily. However, there is no one-to-one correspondence be-
tween failures and a running rule; this requires engineering
experience. SVM shows generalization in small problems, but
it is not easy to select the right kernel functions and opti-
mize their parameters. ANN exhibits nonparametric, nonlinear
adaptive learning, however, it needs large volumes of training
data. Long short-term memory neural network (LSTMNN) are
a recurrent neural network (RNN) structure to model temporal
sequences and their long-term dependencies. LSTMNN could
be well suited for dealing with serially correlated or auto-
correlated data to recognize variation patterns from BIW
OCMM datasets. LSTMNN may also effectively eliminate the
confusion between different patterns, and accurately identify
a variety of abnormal variation patterns in BIW OCMM data.
The robustness of LSTMNN variation recognition and may
also help engineers to improve the efficiency/accuracy of fault
diagnoses based on the fault cause database [23].

In our BIW problem, we chose to exploit the simplicity
of a shallow neural network and focused the computation on
selecting the simplest network that would yield the highest
accuracy.

During the BIW manufacturing process, the underbody
structure is inspected by a vision system where the Carte-
sian coordinates in three dimensional space of the salient
underbody dimensional points are recorded as u ∈ R3. Here,
R3 denotes a set of three-dimensional real numbers. The
observed coordinates are subsequently compared to nominal
values ũ to obtain the deviations δ ∈ R3 from nominal. The
deviation of the ith (i ∈ N, set of natural numbers) point
is defined as δui

= ui − ũi. These deviations are monitored
using univariate control charts, Figure 1. The underbody and
the parts are staged in a holding fixture as shown in Figure 2.
The parts are clamped according to geometric dimensioning
and tolerancing requirements, manually compensating for the
dimensional error through actions like shim moves/alterations.
This underbody assembly is then welded together with the
body sides and roof in a framing station yielding the complete
BIW shown in Figure 3. The BIW then undergoes a vision
inspection similar to the underbody previously, recording
corresponding dimensional points as f ∈ R3, generating the

Fig. 1. Underbody control charts.

Fig. 2. Underbody mounted on a holding fixture.

Fig. 3. Complete assembled BIW.

univariate control charts as shown in Figure 4. The observed

Fig. 4. Framing station control charts.
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points are then compared against nominal points f̃ ∈ R3

to obtain the deviations of any jth point δfj
= f j − f̃ j .

The existing body is then manually altered to minimize the
dimensional discrepancy. Process changes through manual ad-
justments, additional shim moves/alterations at the underbody
staging, are then made to minimize the discrepancy in the
next body. These corrective actions are based on empirical
knowledge of the dimensional engineers.

Univariate monitoring, though somewhat effective, is inca-
pable of detecting multi-dimensional concerns. Consequently,
framing station quality issues are observed (Figure 4) though
all the underbody points were under control, or within limits
as shown in Figure 1.

In this study, artificial intelligence is applied to augment the
current quality control system. All the underbody dimensional
data is used in a multi-variate approach to develop a predictive
system. This system is aimed at detecting quality patterns that
exist in a hyperdimensional space. The objective is to develop
smart shim moves, i.e., modifications to the system input
parameters that, according to the predictive system, reduce
deviations. The problem is formulated as a regression.

The hypothesis here is that the underbody dimensional de-
viations hold multivariate linear/non-linear relationships with
framing station deviations. To test this hypothesis, machine
learning techniques were applied to the underbody coordinates
u to predict framing station deviations δf in final assembly. If
the hypothesis held true, learned relationships were then used
to augment human intelligence to expedite trouble-shooting
processes throughout smart shim moves. A representative BIW
process is used as a case study, Figure 5.

(a) Completed underbody assembly

(b) Completed BIW following framing station.

Fig. 5. A representative body assembly depicting the two main process steps
to marry underbody with uppers (body sides and roof).

In the next section, Section II, an overview of the solution
is provided. Subsequently, the modeling results is presented
through a case study in Section III. Finally, Section IV presents
the conclusions.

II. SOLUTION OVERVIEW

The solution has two components aimed at augmenting
control charts with human intelligence. Figure 6 shows the
solution framework.
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Fig. 6. Solution framework

The first component is the monitoring system. An artificial
neural network algorithm is applied to learn relationships
between the underbody and the framing station deviations.
One neural network structure is developed for each framing
station coordinate as shown in Figure 7. Underbody data from
each vehicle is run through the trained neural network, in real-
time, to predict framing station dimensional quality issues, i.e.,
deviations that would exceed predefined tolerances.

The other component is a troubleshooting process. If quality
issues are predicted, the trained neural network model is
also used to perform virtual sensitivity analyses to guide
the physical adjustments, smart shim moves. Moreover, the
most influential underbody points are also identified using the
RReliefF algorithm [24]. This information helps to prioritize
the dimensional engineering efforts by identifying the driving
points associated to the overall quality of the frame.

A. Modeling Details

The inputs are the individual dimensions of the m under-
body deviations denoted by set D = {dk|k = 1, . . . ,m} where
dk ∈ R is any one dimension (x-, y- or z-) of an underbody
deviation point δui . The goal of the model is to predict the
framing station deviations in F = {fl|l = 1, . . . , n} where each
element fl ∈ R is a dimension of δfj

. In order to minimize
the modeling effort, RReliefF algorithm is used to ascertain
the most relevant elements of D that could predict any fl. The
RReliefF algorithm provides a weight w ∈ R of relevance for
each dk in predicting every fl. The weights could be arranged
in a matrix W ∈ Rm×n. The relevant d are then identified
by thresholding these weights. If any weight wk,l exceeds a
threshold τ then dk is relevant in predicting fl.

The weights are also assigned ranks r ∈ N. A rank of
rk,l = 1 is assigned to the highest among weights w·,l, im-
plying that dk is the most relevant dimension of an underbody
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D̂

f̂l

9BB7CRO

.

Fig. 7. Mapping tolerance in underbody points to a framing station point
9BB7CRO.

deviation that can predict fl. The ranks are also arranged in
R ∈ Rm×n, corresponding to the weights.

Several different feed-forward neural network (FFNN) [25]
models were created, for predicting each fl by varying the
training set. The first network, a = 1 was trained on only
one input dk for which rk,l = 1. The second network, a = 2
included all dk such that rk,l ≤ 2, and so on. The last model,
model a = al included all the al = max(r·,l) elements of D
that were deemed relevant in predicting fl.

The chosen FFNN contained three layers: input, hidden, and
output, as depicted in Figure 8. In such a network, information
moves only in forward direction. It enters the network through
the input neurons at the first layer. A mathematical process
is then developed [26] at the next layer, the hidden layer,
using activation functions [27]. A sigmoid activation function
was chosen in this architecture. The outcome of this layer
is then weighted and fed to the final layer, which provides
the outcome. The number of nodes in the hidden layer is
empirically determined [28]. According to [29], the optimal
size of the hidden layer is usually between the size of the
input and size of the output layers. For predicting any fl we
picked

⌈
al+1
2

⌉
to determine the number of nodes in the hidden

layer.
The output layer had one output node with a linear transfer

function. The Levenberg-Marquardt algorithm [30] was used
to trained the network. Using a hold-out validation scheme
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Fig. 8. Architecture of network a = 9.

(70% training, 15% validation, 15% testing), the training
continued until the validation error failed to decrease for six
iterations. The trained network was then used to predict the
outcome of the test set.

A network score

Sal ,

√
bρ
|ρl|3
|ρl|+ ρl

+ bε

(
εl −min(εl)

max(εl)−min(εl)

)2

+ ba

(
a− 1

al − 1

)2

(1)
to compare the models was computed using Pearson’s cor-

relation coefficient between predicted and observed values
(ρ ∈ [−1, 1]), mean squared error (MSE) ε ∈ R, and
al. This scoring mechanism rewards high ρ (while severely
penalizing for ρ < 0), low MSE and penalizes for large model
complexity [31]. In this score, the weights assign importance
to each metric and assume the following values

bρ = 2,

bε = 1,

bal = 0.1.

B. Influential Points Identification

The prediction of framing station deviations can provide fur-
ther engineering understanding with a metric that determines
the significance of the influence of an underbody point on a
framing station point. Such a metric is established through the
calculation of irrelevance whereby the smaller the irrelevance,
the more relevant/influential a point is.

Recall that every deviation δ is composed of three orthog-
onal components along the x-, y-, z- directions δx, δy, δz ∈ R.
Thus, three elements from D would make up δui

and three
elements from F would make up δfj

. With a latent look up
table function ∆ of i→ k and j → l mapping, any δ could be
recomposed from D and F, respectively. Let us say, in the lack
of a closed form mathematical formulation, that ∆ is a variant
of Kronecker delta function such that the index k could pick
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all the dimensions of ui and l could pick all the dimensions
of f j .

The overall irrelevance γ of an underbody point ui to any
framing station point f j is defined as the average of 2-norm
of 3-dimensional ranks

γi,j ,

C1 1

3

∑
k

√∑
l

R(k∆i,k, l∆j,l)2 + C0

 , (2)

Here C1, C0 ∈ R are constants and γ ∈ N ∩ [1, 256]. In this
dataset, not all x-, y-, z- directions were observed for every
point since the existing method measured univariate dimen-
sions (Figures 1 and 4). The missing dimensions were filled
in as an average of the existing dimensions. For example if the
x- dimension uix of any point ui was the missing dimension,
then to calculate irrelevance of that point in estimating f j
would be achieved by generating the rank of uix as

rix |j =
1

2
(riy |j + riz |j).

Note that while rix |j is not in R, riy |j and riz |j are in R.
However, if two of the dimensions were missing, the available
third dimension value was simply replicated.

III. CASE STUDY — MODELING RESULTS

A data set derived from the representative BIW process
shown previously in Figure 5. This data set comprised 9,099
samples with each containing 118 underbody station dimen-
sions, i.e. |D| = 118, and 79 framing station dimensions, i.e
|F| = 79. The data was divided into 5,459 training, 1,820
validation, and 1,820 testing groups. The modeling approach
using this data is first discussed in Section III-A. Subsequently,
in Section III-B a physical orientation of the influential points
is established based on their irrelavance metric.

A. Modeling

Using the RReliefF algorithm, ranks were assigned to all the
d for every f as shown in Figure 9. As we would soon see that
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Fig. 9. RReliefF ranking of all framing station variables for each underbody
variable, highlighting the best predicted framing station variable f75 and its
top 5 underbody points, d50, d96, d56, d17, d107.

our prediction was the best for the y-dimension of 2632COF

f75, let us use that for illustrating an example1. Figure 10
shows the actual weights that were generated using RReliefF
for this framing station dimension. A weight threshold of
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Fig. 10. Rank versus weights for l = 75.

τ = 0 was used to select the 77 relevant underbody points.
All 77 models were created and evaluated with the validation
group to calculate the score according to Equation (1). The
modeling results are provided in Figure 11. The fifth model

1 10 20 30 40 50 60 70 77
Model index
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1
;

(a) Pearson’s correlation coefficient.
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(b) Mean squared error.
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(d) Lowest score model selected (red).

Fig. 11. Modeling result.

(i.e. the one using five inputs) had the best (lowest) score of

1the labels are obfuscated
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S = 0.2266. Thus, the top five (r.,75 ≤ 5) ranking underbody
dimensions for this framing station dimension f75 were used
to construct the final model. This model contained three
hidden nodes. These underbody dimensions were identified
to be d50, d96, d56, d17, d107, in the order of increasing rank as
shown in Figure 9. Evident from the high Pearson’s coefficient
and low MSE, f75 was highly predictable. Figure 12 compares
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the Pearson’s correlation coefficient of all the frame dimension
in F and f75 was indeed the one with the highest correlation.

As for the entire population of the framing station di-
mensions, seven (out of 79) framing station coordinates ex-
hibited excellent predictability (ρ ≥ 0.90), 12 coordinates
exhibited very good predictability (0.90 > ρ ≥ 0.80), 11 good
predictability (0.80 > ρ ≥ 0.70), and 49 fair (ρ < 0.70).

Once this model was finalized, the test group was used to
test the model. The neural network model generalized well
to the test group with ρ = 0.9457, and ε = 0.0751. A plot
of the observed and predicted values for this dimension as
shown in Figure 13 demonstrates that the model was sensitive
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Fig. 13. Observed vs predicted values in the test set.

to mean shift, at around data index 1,200. The error histogram
in Fig. 14 shows a nearly zero mean error with most of the
error within ±0.5 mm, making the model prediction reliable.

B. Physical Interpretation and Relevance

The significance of the underbody point in predicting a
framing station point was measured using irrelevance as
defined in Equation (2). The smaller the irrelevance, the
larger the relevance. For framing station point 8632COF, of
which the y-direction was f75, the irrelevance of the 55 best
underbody points are shown in Figure 15. The most relevant
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Fig. 15. Relevance of the selected underbody points in predicting the highest
correlation framing station point.

underbody point, for predicting 8632COF framing station
point, was 7994BRU. Such information is invaluable to the
engineers. In fact, by aggregating the irrelevance over all the
framing station points, one could easily see from Figure 16(b)
which underbody points are most crucial to closely control
to minimize any error in the framing station. The size of
the marker is proportional to the relevance while the color
indicated the irrelevance. The biggest marker has the smallest
irrelevance. The top five most relevant points are marked with
black font.

Figure 16(a) provides a visual perspective which includes
some labelled reference underbody points. The gray font in
Figure 16(b) indicates some of these reference underbody
points.

IV. CONCLUSION

Vision-based dimensional quality measurement systems
generate a large quantity of discrete, three-dimensional coor-
dinate data that capture deviations from nominal and represent
an opportunity to increase understanding and potentially im-
prove prediction and thereby control to reduce variation during
the BIW assembly process. The conventional monitoring of
coordinate dimensions in a serial manner does not readily
yield the identification of anomalies that may be occurring
in three-dimensional space across multiple assembly stations.
Moreover, understanding the (non-)linear relationships be-
tween the underbody station and framing station deviations
is made more challenging given the multivariate nature of
the measurement data. Historically, maintaining dimensional
quality in such complex body assembly systems has had to

Authorized licensed use limited to: GM eLibrary. Downloaded on February 03,2022 at 15:43:21 UTC from IEEE Xplore.  Restrictions apply. 



1617

9997RRO

.

7596CRO

.

2998HRO
.

2873HRO

.

(a) Selective physical location of some underbody points.

2878CRO
4120HRO2875CLO

2875CRO

8789CRU
9997RRO

2873HRO

2998HRO

3174HRO

3174HLO

7596CRO

50

100

150

200

250

Ir
re
le
va
nc
e

(b) Overall irrelevance.

Fig. 16. Locations and influence of underbody points.

rely significantly on domain experience and inefficient, trial-
and-error adjustment approaches.

In this study, we demonstrated the applicability of a neural
network model to early prediction of potential BIW quality
issues. The model showed the use of underbody measurement
data to predict potential concerning deviations arising down-
stream at the framing station. Such a model establishes the
link between dimensional trends appearing at the underbody
station and their effect on final BIW quality at the framing
station. There are numerous benefits that such a linking model
affords, chief among them is the ability to anticipate issues
and to rapidly resolve the root cause of deviations should they
occur.

Finally, the information derived from this machine learning
approach was also used to explain which underbody points are
important to closely monitor and those which are insignificant
and do not merit attention. This distinction alone is impor-
tant since engineering problem solving effort can be more
effectively focused on the dimensions where issues originate.
As such, this invaluable insight distills a large set of possible
points into the critical ones that effect final product quality.
However, these inferences should be used with caution as there
may be other unaccounted for sources of variation that could
render the process unstable. In these circumstances, periodic
relearning is advised to ensure the model stays relevant as
processes evolve. An important area for further research work

is to understand the relevant process dynamics to appropriately
implement relearning schemes and their scheduling.
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