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A B S T R A C T

Smart manufacturing processes, building upon machine learning (ML) models could potentially reduce the pre-
production testing and validation time for new processes. Beyond calculating accurate and reliable models, one
critical challenge would be for users of these models (plant operators, engineers and technicians) to trust these
models’ outputs. We propose to apply explainable AI methods to create trustworthy AI-based manufacturing
systems. Consequently, these systems will be enriched with capabilities to explain their reasoning processes
and outputs (e.g., predictions) automatically. This paper applies explainable AI methods to two problems
in manufacturing: ultrasonic weld (USW) quality prediction and body-in-white (BIW) dimensional variability
reduction. Class activation maps were computed to explain the effect of input signals and their patterns on
the quality predictions of an ultrasonic weld yield by a neural network (good or bad). Contrastive gradient
based saliency maps were also created to assess the robustness of this classifier. Furthermore, we explain
a given connectionist network that predicts the dimensional quality of body-in-white framer points based
on deviations in underbody points. Explaining these predictions help engineers understand which underbody
points have more influence on deviations in the framer points. These two applications highlight the importance
of explainable AI methods in the modern manufacturing industry.
1. Introduction

Studies and applications in the domain of industrial information
integration have shown improvement in industrial processes in ar-
eas including agriculture, healthcare, automated factory, construction,
and others (see [1,2] with applications such as robots, smart cities,
smart energy application, smart healthcare, etc.). These applications
are based on an information platform, and information technologies.
In this paper, we want to emphasize the need for a higher-level layer
on top of the information technology, whenever these technologies
interact with their end users (e.g., customers, engineers, technicians,
operators, etc.). The reader should note that the interpretability of the
intelligent actions executed by the industrial information integration
system might not be needed in all applications. For example, a 3D
indoor map building system might not have to explain its user how
it obtained the current coordinates of the system, while a user is
interacting with it to understand the location of himself or another
object [3].

∗ Corresponding author.
E-mail address: claudia.goldman@gm.com (C.V. Goldman).

This paper does focus on those systems where users and systems
need to collaborate, particularly when these users are not those that
created these system (e.g., the plant operator in a factory might need
to interact with a system; although the operator is not necessarily the
AI engineer that developed that system: a recommendation system or
a machine learning model that predicts the quality of an element in
the manufacturing process). For example, these could be systems with
behaviors that are determined by complex machine learning models
(i.e., these systems have been trained on large amount of data to
eventually predict and recommend actions to their users). In such
scenarios, these systems might need to explain their behaviors or the
reasoning behind them (i.e., the why behind their outputs) for their
users to trust them and consequently rely on them. For example,
explanations might be needed when faults are detected (for example
in a wind-energy related application [4] or in an industrial control
ecosystem [5]) or in healthcare systems [6]. In particular, we are
interested in smart manufacturing applications. Manufacturing plants
are a wealth of data, and thus a fertile domain for data-driven analytics.
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It is common knowledge today that artificial intelligence (AI) and
machine learning (ML) solutions can improve and accelerate process
parameter tuning and quality prediction, by learning the non-apparent
structure within the data [7–9]. The advent of Industry 4.0 and 4th
generation of non-destructive evaluation [10] (NDE 4.0) has enabled
automatic data handling.

We are interested in maintaining a clear communication channel
among the systems, based on information and their users. The essence
of this clear communication is to create information-based systems
that are trustworthy, well-accepted and used effectively by all their
relevant users. The smart manufacturing process success depends on a
trustful relationship between these advanced information systems and
their users. Machine to machine and human–machine interactions are
already being studied to improve the effectiveness of production and
planning processes [11] and to improve interpretability of monitoring,
diagnostics and prediction of smart industrial assets [12]. Yet, advanced
machine learning based solutions for quality control and prediction are
approached with, justly, caution and apprehension. Two recent reports
review the applicability of explainable AI algorithms to different do-
mains including industry and healthcare [13] and manufacturing in
particular [14].

AI approaches are often treated as ‘‘black box’’ with little or no
attempt to explain the results. Consequently, the AI results in manufac-
turing are received with skepticism. The solution by itself is inadequate.
An explanation of ‘‘why’’ the solution works and the interpretation
of the results is imperative for adoption in manufacturing. A reliable
and well understood result is preferred over a fast one. Explainable
AI addresses this gap between accurate intelligent solutions but hard
to interpret by a human, and accurate intelligent solutions that are
also understandable and interpretable by anyone of its users [15]. In
other words, how humans have intelligence quotient, enterprises have
knowledge quotient [16,17]. A successful AI needs to have a high AI
quotient (AIQ) [18–20].

In the existing literature [21,22], explainable AI (XAI) has two
distinct approaches, explainable systems and explicatory systems. An
explainable system is inherently interpretable, even at the cost of
performance. For instance in a robot navigation challenge, finding
an explainable solution was preferred over an optimal one [23,24].
In a high stakes and complex environment, such as manufacturing,
engineers would certainly agree with Rudin [25] that models which are
interpretable by humans are more valuable than the obscure optimal
ones.

An explicatory system on the other hand, attempts to explain the
optimal obscure solutions. A couple well known examples that have
attracted this approach are deep learning as applied to perception prob-
lems [26,27], and planning problems [28,29]. For example, Lundberg
et al. [15] have reported a solution based on decision trees learning
models that could interpret global features from local decision trees.

In this paper, we have opted for the explicatory system and demon-
strated its applicability in two problems, ultrasonic weld (USW) quality
prediction and body-in-white (BIW) dimensional variability reduction.
Two connectionist networks were given, that output their predictions
of relevant outputs in each domain. Our work applies explainability
methods to these two domains resulting in automated and interpretable
explanations of the computed predictions.

The USW quality prediction problem is discussed in Section 2. A
neural network was built to classify good welds from bad ones. Then,
the result of the classifier was explained using visualization techniques
similar to [11]. This work, first communicated in [30], did not focus
obtaining the best classifier. The primary objective was to explain the
outcome. In Section 3, we have reconsidered that discussion, and in
Section 4 extended our work to a dimensional problem of BIW.

BIW dimensional variability reduction is one of the most relevant
challenges for multistage manufacturing quality control. Unchecked
deviations in dimensions accumulate across successive assembly op-
erations, amplifying the problem beyond recovery. Such defects are
2

Fig. 1. Ultrasonic welding setup [31].

visible to the customer and at least impacts the perceived quality of the
vehicle, if the vehicle is at all buildable. The recent advances in vision
systems empowered by AI has enabled in situ assessment of dimen-
sional quality. In Section 4 we have discussed a technique to predict
dimensional deviations and attempted to understand what impacts such
deviations. Such understanding augments human understanding and
empowers the engineers on the floor to troubleshoot just-in-time and
avoid quality spills.

A consolidated understanding and the message is then provided in
Section 5. That section also paves the path to research directions that
would be invaluable to this industry.

This paper follows some notational convention that is designed to
maintain consistent algebraic representation, aiding the readability.
Throughout this document the domain of any algebraic entity discussed
will be described as number sets: R is a set of real numbers, N is a set
of natural numbers. Multidimensional numbers belong to multidimen-
sional sets, for example, a three dimensional real number belongs to R3.
Bold symbols are used to represent such data. Matrices are represented
by upper case symbols.

2. Ultrasonic welding quality prediction

Ultrasonic welding of metal is a complex manufacturing process
which cannot be directly verified. Surrogate mechanical and electrical
functional properties are generally used to verify the quality, but that
does not indicate the reliability or the stability of the manufacturing
process. Monitoring of the process itself assures quality and goes be-
yond what the end of line functional check can ascertain. Such a process
monitoring system was deployed to make the first generation Chevy
Volt battery at Brownstown Battery Assembly Plant. The implementa-
tion philosophy and success of the method has been discussed in [31].
The original implementation entailed engineering knowledge and ju-
dicious design of classifier ensemble by subject matter experts. Those
methods were carefully motivated and were very well understood from
an engineering stand point. In this paper, we have investigated if XAI
could provide some of that insight when applied to a ‘‘black box’’ deep
learning technique.

Ultrasonic welding is a vibration welding method. In the above
mentioned application, this welding was used to join three cell tabs
to a bus bar (collectively referred to as the ‘‘weld target’’ hereafter) in
a battery module using a setup schematically represented in Fig. 1. A
sonotrode (horn) vibrating at about 20 kHz compresses the weld target
against a fixed anvil, establishing an electrical parallel connection
among the cells. The following three time series signals were acquired
at 100 kHz for little over the duration of the weld.



Journal of Industrial Information Integration 33 (2023) 100439C.V. Goldman et al.
Fig. 2. Schematic representation of process monitor for quality implementation.

• Linear variable differential transformer (LVT): a measure of dis-
placement of the horn during the welding process.

• Delivered power (PWL): the power delivered by the welder during
the welding process.

• Acoustic signature (ASO): the acoustic signal produced during the
welding process.

Fig. 4 shows an example of the shapes of these signals.
The deployed system analyzed the three signals and classified the

quality of the weld into ‘‘good’’ and ‘‘suspect’’ welds. This quality
attribute 𝑞 ∈ {0, 1} is written in a database that contains all the
information regarding these welds. The ‘‘good’’ (𝑞 = 0) welds did
not go through any further inspection except an aggregate functional
electrical test at the end of the assembly process. The ‘‘good’’ label
thus became the ground truth 𝑞 = 0 that is available today. In case
a functional test failed, and a weld was found to be a problem, the
database was updated. The ‘‘suspect’’ (𝑞 = 1) welds went through
secondary manual inspection to verify ‘‘good’’ (𝑞 = 0) or ‘‘bad’’ (𝑞 = 1).
This classification thus became the final label. The ‘‘bad’’ welds were
either repaired, and subsequently marked ‘‘good’’, or the module was
scrapped altogether. Fig. 2 depicts the flow of this process, where PMQ
stands for Process Monitoring for Quality and is a concept introduced
in [31] that combines process monitoring (PM) with quality control
(QC). The PMQ concept uses specific observable features and indicators
derived from knowledge of a process along with the QC philosophy of
predicting the fitness of the product. This database eventually provided
the ground truth and the signals for this study (see [31] for further
details on PMQ and corresponding data).

The system was designed to not miss any bad welds and was thus
biased towards false rejects (calling good welds suspect). Up to a 30%
false reject was acceptable.

The features of this system was from a hand crafted set, designed by
subject matter experts. A natural next step would be to replace feature
engineering with a black box method like deep learning. However, it
is essential to explain why the quality was labeled the way it was.
XAI tools are thus necessary to qualify such a system for plant floor
use. To demonstrate if XAI could explain some aspects of the physical
resemblance, a deep learning classifier was built (not deployable, but
enough to demonstrate the concept) and the outcome was explained.

Out of the millions of welds available, a random block of 11,987
welds in contiguous time from a specific welder was selected for this
simulation. A random subset of 9587 welds were chosen to train a
one-dimensional (1D) convolutional neural network (CNN).

The input was created by combining PWL signal, LVT signal and
ASO signal, 𝒔 , 𝒔 , 𝒔 ∈ R𝑛𝑠 , respectively, into a 3-channel 𝑆 = [𝒔 𝒔 𝒔 ];
3
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Table 1
Ultrasonic weld quality classifier confusion matrix.

Truth ↓/predicted → Good Bad

Good 0.81 0.19
Bad 0.37 0.63

𝑆 ∈ R𝑛𝑠×3, where 𝑛𝑠 ∈ N is the number of samples in each signal.
Here, 𝒔p, 𝒔v, 𝒔a are discrete time signals, i.e. 𝒔p = 𝑠p(x), 𝒔v = 𝑠v(x), and
𝒔a = 𝑠a(x), defined over all x = 1,… , 𝑛𝑠. Also, note that in the second
index y = 1, 2, 3 in 𝑆(x, y) correspond to 𝑠p, 𝑠v, 𝑠a, respectively.

The CNN had 𝑛ℎ layers, excluding the input layer. There were
𝑛ℎ − 2 convolutional layers containing 𝑛[ℎ]𝑘 filters in the ℎth layer
(ℎ = 1,… , 𝑛ℎ − 2). The second last layer is a global average pooling
(GAP) layer containing 𝑛[𝑛ℎ−1]𝑘 nodes. If the activation at any layer is
denoted by 𝑎, then the activations at GAP layer is

𝑎[𝑛ℎ−1]𝑘 =
∑

y

∑

x
𝑎[𝑛ℎ−2]𝑘 (x, y) ∀𝑘 ∈ {1,… , 𝑛[𝑛ℎ−2]𝑘 }. (1)

The final layer is the classification layer. Since there are only two
classes ‘‘good’’ and ‘‘bad’’, 𝑛[𝑛ℎ]𝑘 = 2. If the weights of any fully
connected layer is 𝑤, the activation in this layer is

𝑎[𝑛ℎ]𝑘 =
𝑛[𝑛ℎ−1]𝑘
∑

𝑡=1
𝑤[𝑛ℎ−1]

𝑡 𝑎[𝑛ℎ−1]𝑡 ∀𝑘 = 1,… , 𝑛[𝑛ℎ]𝑘 (2)

The obtained classifier (thresholded 𝑎[𝑛ℎ]𝑘 ) performance was evalu-
ated by (1) the area under the receiver operating characteristic (ROC)
curve 𝛼 ∈ [0, 1], and (2) the classification accuracy 𝜂 ∈ [0, 1]. The
ROC curve [32] depicts true positive rates versus false positive rates.
Perfect classification is achieved at 𝛼 = 1. Accuracy was calculated as
the fraction of the welds for which the true quality 𝑞 was correctly
predicted, with the perfect value being 𝛼 = 1. This classifier achieved
𝛼 = 0.77 and 𝜂 = 0.78 on 2400 test welds. The confusion matrix for
the classifier is presented in Table 1. The correct classification rate for
each class lies along the leading diagonal of a confusion matrix, and
the off-diagonal entries represent the mistakes. For example, 81% of
the good welds were classified as ‘‘good’’, only 19% of the good welds
were misclassified as ‘‘bad’’. A perfect classifier with 𝜂 = 1 would have
an identity matrix as confusion matrix. The plant acceptance criteria
was zero missed defects, but here we achieved 37%.

Since designing the best classifier was not the objective here, we
accepted these results and moved on to exploring if XAI could explain
these results.

3. Explainable AI applied to the USW classifier

We have focused on two of the available XAI methods to explain
our results on the USW data

1. class activation map (CAM), and
2. contrastive gradient-based saliency maps.

These are instrumental in explaining ‘‘black-box’’ learning methods
used in computer vision, quite like the one used in Section 2. The
objective is to understand the inner works of a connectionist model,
which is otherwise opaque to the user. In the following, we would
demonstrate how to adopt these methods for USW domain, which
entails time-series data as opposed to image.

3.1. Interpretable model with class activation maps

The CAM method [33] works on convolutional neural networks
whose last two layers are a global average pooling (GAP) layer followed
by a single fully convolutional layer. The input was 𝑆 as described in
Section 2.
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Fig. 3. Signals from a good weld with classifier score 0.399.
Let us consider the final classification into

𝑐 =

{

0, good quality
1, otherwise

is obtained by thresholding the last layer activations 𝑎[𝑛ℎ]𝑘 > 0.5. For any
input 𝑆te

𝑥 ∀𝑥 ∈ {1,… , 2400}, CAM is calculated by combining Eqs. (1)
and (2), CAM is calculated as

𝑀 te
𝑐 (𝑥)(x, y) ≜

𝑛ℎ−2
∑

𝑡=1
𝑤[𝑛ℎ−1]

𝑡 𝑎[𝑛ℎ−2]𝑡 (x, y). (3)

Note that 𝑛ℎ−2 = 𝑛ℎ−1 is an inherent constraint for this architecture.
When features that correspond to the selected class are found at a
particular location of x, these features 𝑎𝑘(x, ⋅) attain high values. The
weights in the last layer provide a weighted sum of each pattern, yield-
ing a final heat map, showing these high valued features at locations
𝑆te
𝑥 (x, ⋅) = [𝒔te

p (x) 𝒔te
v (x) 𝒔te

a (x)]𝑥 that support the classification decision
towards class 𝑐.

Thus, a CAM can be interpreted as a heat map and visualized with
several color maps. When we use a ‘‘temperature’’ color map, warm
colors will show locations that provide evidence for a class defined as
‘‘1’’, while cool colors provide evidence for a class defined as ‘‘0’’. This
is usually used in the computer vision domain to visualize regions of
an input image that provide evidence towards the positive class, for
example, elements in the scene that provide support for classifying the
image as belonging to a given category. In our domain, it will highlight
sections that provide evidence for either good or bad weld.

For the USW welding quality prediction CNN as reported here, we
applied the CAM method. Fig. 3 presents the output of the CAM method
when a good weld is provided as input to the classifier. The figure
shows the representation of low activation scores corresponding to
the ‘‘good’’ class in blue, while the red colored graph represents high
activation values corresponding to the ‘‘bad’’ class. A good weld was
defined to have a score of 0, while a bad weld was defined to have a
score of 1 (see the definition of the historic ultrasonic welding dataset
above). Therefore, when we see a region with blue color, it will be
understandable for a human as ‘‘good’’ weld; on the contrary, red color
will indicate a ‘‘bad’’ weld.
4

Fig. 4 shows a comparison of results for good and bad welds. We
can see that the color patterns shown by the explainable methods are
different and can help understand what settings and patterns indicate
whether the weld is going to be associated with a good or bad quality.

Fig. 4 details two different weld. For each weld, we visualize three
signals, which are aligned in time (i.e. the 𝑥-axis is the same for the
three signals). In each, the shape corresponds to each signal, while the
color corresponds to the weighted activation of the last layer in the
network (the output of the CAM method). Hence, we can interpret the
good quality of a weld by observing a blue colored peak in the PWL
signal in Fig. 4(a). Another example is the green colored bell shape of
the acoustic signal in Fig. 4(f), indicating a weld with bad quality.

Through visualization, CAM explains the importance of the input
signals for good or bad quality predictions. We showed that the first
part of the PWL signal determines the quality prediction. ‘‘Good’’ welds
present blue-toned colors while ‘‘bad’’ welds get yellow to red colors.
Patterns for visualizing good/bad quality predictions were also noted
in the ASO signal.

CAM is effective in determining features corresponding to each class
(good/bad). An immediate result we observe from implementing CAM
is that the quality of the classifier can be explained by looking at the
speed at which the PWL steps up: when the PWL shows a strong step
gradient, we can predict a good weld; but when the visualization shows
a weak step gradient, we can predict a bad weld. We also see that the
acoustic signal shape serves as another explanation for the classifier
prediction. When this signal has a clear bell shape pattern, this is an
explanation for bad welds. We should note that our implementation
of stacking the three measurements into a 3-channel signal loses the
information about the quantity responsible for a given classification,
but it keeps the temporal information. An alternative implementation
remains for future work, where we stack the signals sequentially along
the temporal axis (in 1 channel). This would allow to identify both the
important quantity and the temporal features. We believe this might
also yield a less accurate but more interpretable classifier. Less accuracy
will result from the loss of dependencies among the components of the
signal. More interpretability will result from the focus directed to single
parts of the signal.
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Fig. 4. Comparing signals from good and bad welds.
3.2. Robust model with contrastive gradient-based saliency maps

Evaluating the gradients along the layers of the learned model
can help us better understand how the neural network captures the
information along the learning process. Robust models are not sensitive
to perturbations which is a very desirable characteristic of a classifier.

To measure the robustness of the classifier, we used contrastive
gradient-based saliency maps [34]. This method calculates the saliency
map for a specific input 𝑆te

𝑥 and class 𝑐. The map is calculated as
the gradient of neural network’s output 𝑀 te

𝑐 (𝑥) with respect to the
input. For a traditional neural network, this gradient is calculated by
5

backpropagation,

𝑤̇[𝑛ℎ−1]
𝑘 =

𝜕𝑀 te
𝑐

𝜕𝑆

|

|

|

|

|𝑆te
𝑥

. (4)

The value that a neural network outputs for a given class changes
smoothly as a function of its inputs. In our case, the inputs are the
three signals collected during the welding process (PWL, LVT, ASO)
and the output for each class (good quality welding’’ or ‘‘bad quality
welding’’) represents the probability that the class is the true label.
Thus, as we slowly change the values in the input signals we expect to
change the output in the neural network, even shifting from one class
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Fig. 5. Contrast gradient-based saliency map with classifier score 0.695.
to the other. By definition, the rate of change in the output with respect
to the input is the gradient of the output with respect to the input and
it represents how much will the output change with a small change
in the input. In other words, these gradients represent how stable the
classifier is. It is important to note that this gradient is calculated during
the training process of the network, which is usually achieved through
backpropagation of the gradients from the last layer of the network to
the first (input) layer. Fig. 5 presents an example of this saliency map.
Strong red and blue colors represent regions where a small change to
the input signal cause a great change in the output of the classifier.
The color is related to the direction of the change in the output when
a change in the positive direction occurs on the input. In our case,
however, the direction is not important, only the magnitude.

Ideally, we would like to have only small magnitudes on the gradi-
ent since this means that the output of the classifier does not change
with a small perturbation on the input, making it robust to noise and
small variations on the input. In other words, we would like to have
only green, cyan, yellow colors on the saliency map. In addition to
understanding the behavior of the output, it is important to understand
what the internal layers of the network are doing. This is important
since it might shed light on the concepts learned by the network.

Our classifier is a convolutional neural network. This means that the
network is composed of a set of convolution filters followed by a fully
connected layer. The convolution filters can be interpreted as feature
detectors. In other words, it is possible to think of an intermediate
activation map as the response to a filter, which identifies if an interest
feature is present or not. In this context we refer to an activation as
Activation = convolution (signal, filter), where the filter is the interest
feature.

The contrastive gradient-based saliency maps applied to manufac-
turing data explains the behavior of the internal activations of the
network. We have found that shallow activations are very noisy and
tend to ‘‘follow’’ the input signal. As we go deeper in the network, acti-
vations focus on the pieces of the signal holding most of the information
(see Fig. 6). Keeping activations stable as the input signal changes
slowly might be an indication of a stable classifier. The network inputs
are presented in pink, green and orange colors respectively. The graph
in blue represents the activations of the nodes at the layer represented
6

by the particular graph (e.g., Fig. 6(c)). As we dive deeper into the
network, towards the deeper layers, the activations appear less noisy
and better aligned with the informative features of the input signals
(e.g., a peak is noticed in Fig. 6(l) where a peak is also noticed in the
PWL pink signal).

An interesting question is whether we can design a filter that is
connected to the physics of the process or whether we can find the
physics in the filters. This task remains for future work. For a learning
model to be easy to explain, we would like it to be stable, i.e., we
want small gradients through all the data space (i.e. all feasible input
signals). Locations in data space that have large gradient magnitudes
probably need more coverture in the training set. Guaranteeing an
‘‘average gradient magnitude’’ through all data space lower than a
selected threshold might provide certainty of the classifier. Gradients
can be calculated with respect to any activation, not only the output.

4. Interpreting BIW (Body-In-White) dimension prediction

During the manufacturing process of the BIW, the underbody is
staged in a holding fixture, Fig. 7(a). Sub-assemblies such as the engine
compartment and floor pan are then clamped and welded together to
produce the underbody. As the underbody further travels across various
downstream stations in the body shop, inner and outer upper structures
are welded in a framer station to produce the fully framed BIW shown
in Fig. 7(b).

A three dimensional vision system scans the underbody and the
framer to produce dimensional data 𝒖,𝒇 ∈ R3, respectively. Each di-
mension of the observed data 𝒖,𝒇 are monitored using several univari-
ate control charts (see Fig. 8) to identify out of tolerance dimensional
measurement.

This traditional approach fails to establish inter-dimensional de-
pendencies towards quality issues, and the degree of significance an
underbody dimensional point 𝒖𝑖 may have on a framer dimensional
point 𝒇 𝑗 (for any 𝑖, 𝑗 ∈ N). In fact, till now there has not been a mecha-
nism to predict if a framer point would be dimensionally accurate based
on the accuracy of the underbody points. Using over five thousand BIW
from a specific vehicle model, we have built a neural network based
system to predict the accuracy of the framer points given the underbody
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Fig. 6. Signal activations 𝑎[ℎ]𝑘 throughout the network, for layer ℎ and filter 𝑘.
Fig. 7. Body-in-white process.
points. Though the mechanics of this method are out of scope here, the
relevance of the intermediate stages and outcome is the main focus.

Each underbody point 𝒖𝑖 measured has a nominal value based on
design 𝒖̃𝑖, and a corresponding deviation from nominal 𝜹𝑢𝑖 = 𝒖𝑖 − 𝒖̃𝑖,
𝜹 ∈ R3. Similarly, each measured point after the framer station 𝒇 𝑗 is
also associated with its deviation from nominal 𝜹𝑓𝑗 = 𝒇 𝑗 − 𝒇̃ 𝑗 . Each
deviation 𝜹 is defined by the deviation in x-, y-, and z- direction of the
cartesian coordinate system, 𝜹 = (𝛿x, 𝛿y, 𝛿z)|𝛿x, 𝛿y, 𝛿z ∈ R. Obviously,
not all 𝜹 are relevant, in predicting any 𝜹 , and would make the
7

𝑢 𝑓
learning task over-complex. The RReliefF algorithm [35] was used to
select the relevant ones.

Every underbody deviation d𝑘 ∈ {𝛿𝑢𝑖x , 𝛿𝑢𝑖y , 𝛿𝑢𝑖z ,∀𝑖} from a set
D = {d𝑘|𝑘 = 1,… , 𝑚} of all 𝑚 underbody deviations was assigned a
rank 𝑟 ∈ N using the RRelieFF algorithm for every framer deviation
f𝑙 ∈ {𝛿𝑓𝑗x , 𝛿𝑓𝑗y , 𝛿𝑓𝑗z ∀𝑗} from a set F = {f𝑙|𝑙 = 1,… , 𝑛} of 𝑛 framer
deviation. The outcome was a matrix of ranks 𝑅 ∈ R𝑚×𝑛, the values
of which are shown in Fig. 9. The best rank is 𝑟 = 1. Each row in
𝑅 contains all the ranks of underbody point measurement dimensions
corresponding to a framer point measurement dimension. The overall
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Fig. 8. Framer control charts (similar analyses are generated for underbody data).
Fig. 9. Ranking of every element in D for every element in F.
irrelevance1 𝛾 of an underbody point 𝒖𝑖 to any framer point 𝒇 𝑗 is
defined as the floored average of 2-norm of 3-dimensional ranks

𝛾𝑖,𝑗 ≜

⌊

1
1
3
∑

𝑘

√

∑

𝑙
𝑅(𝑘𝛥𝑗,𝑘, 𝑙𝛥𝑖,𝑙)2 + 0

⌋

, (5)

where 𝛥 is a variant of Kronecker delta function such that the index 𝑘
could pick all the dimensions of 𝒇 𝑗 and 𝑙 could pick all the dimensions
of 𝒖𝑖. Here 1,0 ∈ R are constants such that 𝛾 ∈ N ∩ [1, 256]. So, the
smaller the irrelevance, the more relevant the point. In this dataset,
not all x-, y-, 𝑧-directions were observed for every point. The missing
dimensions were filled in as an average of the existing dimensions. For
example, if for the 𝑗th framer point 𝑢3x (and thereby the corresponding
rank 𝑟3x |𝑗) was the only dimension missing, then

𝑟3x |𝑗 =
1
2
(𝑟3y |𝑗 + 𝑟3z |𝑗)

was used. However, if two of the dimensions were missing, the avail-
able third dimension value was simply replicated.

Plotting these 𝛾 values in the true locations of all 𝒖 renders the
otherwise chaotic data from Fig. 9 meaningful. Let us pick three framer
points from the control chart shown in Fig. 8, 9997RLO from the driver
side front roof corner, 9976RLO the driver side back roof corner, and
9WS8CLO. These points are demonstrated in Fig. 10(a). The irrelevance
of the underbody points for these framer points are shown in Fig. 10.
Figs. 10(b) and 10(c) show the physical orientation of some of the key
underbody points. Some points (in red) from Fig. 10(b) and both the
points from Fig. 10(c) are shown in the irrelevance plots using gray text.
These points are common in all the irrelevance plots. The irrelevance
points in black text are the top 5 relevant points, unique in each

1 The smaller the irrelevance, the more relevant the point is
8

irrelevance plot. While Figs. 10(d)–10(f) shows the values calculated
for three specific point according to Eq. (5), Fig. 10(g) is a global
irrelevance of all the underbody points calculated by averaging the
irrelevance over all points

𝛾𝑖,⋅ =

⌊

1
1
3
∑

𝑘

√

∑

𝑙
𝑅(𝑘, 𝑙𝛥𝑖,𝑙)2 + 0

⌋

.

The orientation of the irrelevance plots are closely matched to the
graphics of the BIW to draw visual relevance, which is the engineering
insight we seek.

The obtained engineering relevance of the points provided the
confidence to predict 𝜹𝑓𝑗 from 𝜹𝑢. Several neural networks were built
to estimate each f𝑙 as f̂𝑙 using a subset of the points D̂ ⊂ D. The
first network used only the 𝜹𝑢 corresponding to the best ranking un-
derbody points, i.e. D̂1 = D|𝑟 ∈ {1}. The next network included
D̂2 = D|𝑟 ∈ {1, 2}, then D̂3 = D|𝑟 ∈ {1, 2, 3} and so on. Each net-
work was a fully connected feed forward neural network with sigmoid
activation on the only hidden layer, designed to predict any 𝜹𝑓𝑗 . A
conceptual representation of a network is presented in Fig. 11, albeit
the neural network structure is for demonstration purpose and does
not represent the true number of nodes. The output of the network
was then used to reconstruct all the predicted framer point dimensions
{𝒇 𝑗 = (𝑓𝑗x , 𝑓𝑗y , 𝑓𝑗z )∀𝑗}.

A 3-dimensional criterion [36] comprising Pearson’s correlation
coefficient 𝜌 ∈ [0, 1] and mean square error between each dimension of
𝒇 and 𝒇 , and number of input nodes (cardinality of D̂), was constructed.
Occam’s razor principle is implemented by penalizing solutions with
higher number of input nodes.

In total, there were 9099 BIW that were used; 5459 were used for
training, 1820 for validation, and the remaining 1820 for testing. The
measure of success was 𝜌 from the testing set. The outcome of each of
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Fig. 10. Irrelevance values in true physical space.
Table 2
Prediction performance on 79 framer points.
𝜌 # of framer points

(0.9, 1.0] 7
(0.8, 0.9] 10
(0.7, 0.8] 13
[0.0, 0.7] 49

𝑛 = 79 networks, one for each f𝑙, is shown in Fig. 12 and the result is
summarized in Table 2. The overall performance was fair with room
for improvement.
9

5. Conclusion

The work here has demonstrated how XAI methods can help clarify
otherwise ‘‘black box’’ methods to provide engineering relevance to
machine learning results. Two applications were discussed here. One
was ultrasonic welding quality prediction based on process signals, and
the other was dimensional quality prediction of body-in-white framer
points based on deviations in underbody points.

Real-time temporal signals from ultrasonic welding process of bat-
tery cell tabs were collected and modeled using convolutional neural
network. The learned parameters of the network could then be used
to derive engineering insight that was not otherwise obvious. Class
activation maps and gradient based saliency maps techniques, that have
been successful in vision applications, were adopted and applied to
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Fig. 11. Mapping tolerance in underbody points to a framer point 9BB7CRO.
Fig. 12. Prediction results of each framer coordinate on the test set.
multichannel time series data. It could be inferred that quality of the
final weld is indicated by the initial engagement pressure. A lower
initial engagement pressure would result in an inadequate weld. A
recommended next step is to apply the excitation backpropagation
method to explain how intermediate layers capture information about
the learning process [37]. Other related methods appear in [38].

The body-in-white application deployed feature selection followed
by shallow neural network modeling. Deviations in selective underbody
points were used to develop a causality relationship to specific framer
points. The engineering interpretation was mainly to understand which
10
underbody points had more influence on deviations in the framer
points. Such interpretations could aid manufacturing operations in
drawing focus to critical underbody points and could also be a feedback
to design if a tighter tolerance to critical underbody points are not
achievable in manufacturing.

The focus here has been on the explainability. The classifiers were
developed to demonstrate explainability. In fact, this paper solicited
the use of an interpretability score along with the accuracy as the
right metric to select a classifier. Though these classifiers could be
further improved through optimization of hyperparameters and further
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training, the interpretation obtained was insightful and inline with
general engineering understanding. Having a higher AI quotient is more
valuable than pure classification accuracy. The authors believe that
enriching AI through the development of such insights would make
these methods significantly adoptable in the manufacturing industry.

As it is noticed in the surveys on industrial information integration,
the processes in smart manufacturing are increasing in size and in cov-
erage across many different disciplines (such as the sciences, automated
factories, healthcare and transportation). Whenever, these processes
include human interaction with manufacturing processes, it will be
important for these automation solutions to interact transparently with
their end users so as to build trustful interactions for the benefit of the
effectiveness of these processes and outputs. Future work will focus
on new manufacturing processes where learned classifiers (or other
deep learning methods) can provide valuable insights. In parallel, new
explainable AI methods could be applied as new domains start applying
them to improve the human machine interactions.
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